MAS6011/MAS465

Multivariate Data Analysis

Notes from lecture 21/10/10

These are copies of the OHP transparencies from the
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lecture on Thursday 22/10/09 and
repeated on 21/10/10. There are a
couple of deceptively simple results
relating to particular matrices.

IF in doubt as to how to get
eigenvalues and determinants ete
rom R then email me and 1l shew
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Slide 1 points out that finding an
explicit vector and scalar which
satisty the eigenequation means
that they must be an eigenvector
and eigenvalue. Just as finding a
nuwmber which satisfies a
polynomial equation means it
must be a root of the polynomial
The ‘brute foree’ general method to
find first the eigenvalues and then
the eigenvectors. However, there are
a few special cases where You ‘can
spot’ the solution, though really tou

can only dp this with experience of having seen it before
(hewncee the idea of going through this now).

The key to the first trick is not so much that the matrix
is of rank 1 but that within the product you can find a
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T s:!:ug\ (L.e. a scalar) and this means we
- Sxfa\g.[ Sxi= seSu, e CAN EARE It out of the product and
S put it anywnere we like.

2) vo i canes ST, THE VEKY SPECIAL case follows just

medt s elprveton
AN £l bg taking S=1, or prove du/eatlg
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® . Next in a similar vein, this works
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cocann R i just the same way, even though
Ty pru)n Lt isn't a rank 1 matrix — it's the
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- 7 spotting &

sé Shagrardas Sorverped, in the product and rearvanging.
BLCSARD 7 And all of the eigenvalues the

Lm‘b{g‘ Cle,  pESULE o110 determinants quoted in

3 save Vo cinigs f“J task sheet 3 is need. A proof of this
=laanT. L aaan is give in the Basics of Matrix
=@-xY (:: *A ng) Algebra with R notes.
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RN TR Note that for matrices such as
$0 elgavalie) as al,+fzz’ there is a great deal of
&W ;‘j‘ﬂ“ symmetry and sp it is l[@dg that
most of the eigenvalues will be
equal. It is always a good bet with matrices like this that
one of the eigenvectors will be proportional to 1, and this
can be looked for directly.
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